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Arthur S. Reber

Some Perhaps Surprising Consequences
of the Cognitive “Revolution”

Introductory
Remarks

This paper is an attempt to
gain some perspective on
the impact of the dra-
matic shift in psychologi-
cal research and theory
that has come to be
known as “the cognitive
revolution” (BAARS 1986).
This intellectual adjust-
ment, which took place
over a surprisingly short
period of time during the
previous century, was
marked by many changes
in emphasis but none
more dramatic that the
virtual abandonment of
behaviorism for a more
subjective, cognitive ap-

tionism, memory.
proach. Most overviews of

Abstract

This paper provides an overview of the history of the
cognitive revolution that began in the middle decades
of the previous century and continues today with un-
flagging enthusiasm. The author reviews the various
moves that accompanied the shift from a scientific
psychology dominated by behaviorist thinking to one
that takes into account subjective states of mind and
emphasizes cognitive functions and their underlying
neurological structures. The author, however, argues
that this move toward cognitivism was marked by a
neglect of two key aspects of behaviorist thought that
were passed over by the revolution, specifically the
study of learning and the recognition of the impor-
tance of DARWINIAN adaptationist principles. Present
work seems to be redressing some but not all of the
consequences of this dual neglect.

Key words

Cognitive revolution, learning, evolution, adapta-

ber of studies devoted to
this topic reflecting the
number of psychologists
more than anything else,
the study of memory and
representation became in-
creasingly the focus of ex-
perimental and theoreti-
cal psychology.

(2) The DARWINIAN ad-
aptationist stance that
had stood for the better
part of a century as psy-
chology’s secular talis-
man lost its influence and
ceased to be a part of the
psychologist’s  intellec-
tual quiver. This neglect
was particularly serious
in that cognitivists began
to routinely entertain
models without consider-
ing the classic DARWINIAN

this ‘paradigm shift’ have
characterized it in distinctly sanguine terms promot-
ing the major advances that emerged as the disci-
pline moved from being a science bound up in a
quirky objectivity to one that acknowledged that its
most beguiling target was, indeed, an organism
marked by subjective, mental experience. And, while
sanguinity is appropriate in that the progress made
in the past several decades is quite unmatched in the
long history of our field, there were two unhappy
consequences of the abandonment of behaviorist
ways that have gone largely unnoticed. In particular:
(1) The topic of learning fell into disfavor as re-
searchers became more concerned with the mecha-
nisms of memorial representation of knowledge than
with the processes that underlie its acquisition. As
will become clear, while interest in the topic of learn-
ing lumbered along in a mundane way with the num-

heuristics: Does the pro-
posed system have an adaptive role? Could it have
evolved in the appropriate time frame?

Neither of these shifts in emphasis was simple and
the factors underlying them are still not well under-
stood. What follows is a somewhat personal histori-
cal gloss on the decades during which behaviorism
lost its purchase in psychological thought and was re-
placed by a broad-based cognitive science.

The Cognitive Revolution

The much ballyhooed cognitive revolution began,
according to most observers, in the 1950s, gathered
steam during the 1960s and had pretty much com-
mandeered psychological thought and theory by
the middle of the 1980s. BAARS's (1986) overview of
this period, while missing perhaps some of the nu-
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ances that were to become important in the follow-
ing years,’ nevertheless captured this three-decade
shift in thinking quite well. His book, in which his-
torical assessment is engagingly interspersed with
short biographical sketches and interviews with sig-
nificant figures, reflects this sequence of shifts in
priorities.

For those of us who began our initiation into ex-
perimental psychology during the early phases of
this movement, it was a most remarkable time. The
dominant behaviorist perspective was under full-
bore assault and something, although at the time
none of us knew quite what to call it, was beginning
to emerge. Behaviorists had tried mightily over the
previous four decades to build a psychology that
was operational, objective, and free from the kind of
“contamination” they felt was brought to science
when subjective, unobservable concepts were intro-
duced. Positivism was the touchstone; phenome-
nology the enemy.

Of course, reality is never so clean as we often
would like it to be. And so it was with this “revolu-
tion.” Cracks in the behaviorists’ edifice were actu-
ally evident early on. Social instinct theorists such
William MCDOUGALL had been launching attacks at
radical behaviorism almost from its inception (Mc-
DOUGALL 1932; WATSON/MCDOUGALL 1928); KOFFKA
(1935), KOHLER (1925) and other Gestalt psycholo-
gists had been chipping away at behaviorist
thought since their arrival in the United States;
Magda ARNOLD (1945, 1970) had been arguing, per-
suasively in the minds of many, that the causal links
that led from emotions to their behavioral conse-
quences only made sense when “appraisal,” a most
distinctly cognitive element, was incorporated; and
even loyalists who identified with the behaviorist’s
paradigm such as Edward Chace TOLMAN, found
themselves introducing quasi-heretical notions like
“purpose,” “fulfillment,” and “cognitive maps” into
the mix (see especially TOLMAN 1926, 1932, 1948).

But, as virtually all historians acknowledge, be-
haviorist thought fought its way past these objec-
tions and from roughly the middle 1920s to the late
1950s and early 1960s came to dominate North
American experimental psychology in a way that
was quite extraordinary. One consequence of this
shift was that a broad array of issues that smacked of
cognitivist thinking or were deemed by the opera-
tive orthodoxy as too dependent on subjective or
introspective analysis were no longer regarded as le-
gitimate topics of investigation. It’s worth taking a
quick look at one of these topics since the forces
that made it an early casualty continued to play a

role in the manner in which behaviorism staked out
and defended its intellectual turf. So:

A Short “Aside” on the Subject of Play

Before the turn of the last century play was a topic
of considerable interest (GROOS 1898, 1899) only to
largely disappear as behaviorism gained influence.
Indeed, except for the occasional critique of the
early work (BEACH 1945; SCHLOSBERG 1947), the sub-
ject of play virtually disappeared from psychologi-
cal discourse until the 1970s. FAGAN (1981), in his
extensive and fascinating overview of the topic, re-
ferred to it as the “ugly duckling of behavioral sci-
ence” during this period (p33).

While the early work on the topic was, admittedly,
seriously lacking in scientific methodology, these sci-
entific shortcomings were almost certainly not the
reasons for the decline in interest. It is worth noting
that other topics that attracted similar early interest
and suffered from similar methodological flaws man-
aged to survive quite well—primarily because their
subject matter fit comfortably within the boundaries
of behaviorism. For example, the specific topic of
learning and the general area of comparative psy-
chology, both of which had been as badly abused by
early enthusiasts as play had been (ROMANES 1882/
1965) and just as vigorously critiqued (MORGAN
1894), managed not only to survive but to become
central focuses of behaviorist-inspired research. The
key was not a sanitized methodology but the degree
to which the subject matter fell within the positivist
inspired behaviorist movement.

Play, as a topic of scientific investigation, could
simply not be studied without taking into account
the mental, emotional states of the participants in
the action. And, worse, as FAGAN makes clear, under-
standing play also involves the supposition that
each participant has a representation, not only of
the activities involved in the interaction, but of the
mental and emotional states of other conspecifics
involved in the game. Epistemic extensions of this
order were simply not tolerated by behaviorists.
Play, unlike learning, could not continue to exist as
a topic of investigation under the behaviorist ban-
ner and its re-emergence had to await the resur-
gence of cognitivism. A host of other areas and top-
ics suffered similar fates including major
approaches like developmental and child psychol-
ogy, social and political psychology and health psy-
chology along with more localized topics that were
once actively studied such as aesthetics, religion
and forensic psychology.?
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The 1950s—The Assault on Behaviorism

By the end of the 1940s serious cracks in the behav-
iorist edifice were becoming all too obvious and
these, unlike the gentle murmurings of TOLMAN and
ARNOLD, could neither be ignored nor hastily incor-
porated into behaviorist thought. The criticisms
were broad-based, systematic attacks on the very
foundations of the paradigm.

The following is a list of candidates for the signif-
icant intellectual events that seriously undermined
behaviorist dogma. The list is not meant to be ex-
haustive, merely representative, and, of course, it re-
flects my particular slant on this period. Some of the
contributions were critical in nature, dealing lethal
blows to radical behaviorism. Others were more for-
ward looking, inviting scientists to begin to explore
new ways of doing psychology. However, as the in-
tellectual movement that stimulated these events
unfolded, one can sense, almost palpably, the grad-
ual drift away from concern with issues of learning
and the acquisition of knowledge and the virtually
complete absence of adaptationist, DARWINIAN con-
siderations.

1.In 1951 Karl LASHLEY’s famous article “Serial or-
der in behavior” appeared. This paper was an ele-
gant, subtle and utterly devastating attack on one of
the more influential branches of behaviorism, the
one championed by Clark HULL of Yale University
(HULL 1943, 1951). LASHLEY showed, with a series of
clever and compelling examples, that any model
based solely on linear mechanisms (as HULL's was)
couldn’t handle the most obvious of human ac-
tions, like speaking a sentence, writing a poem, or
playing the piano. HULL, for all intents and pur-
poses, was dead in the water. LASHLEY, ironically,
made an interesting intellectual assassin, trained as
he was by one John Broadus WATSON.

2. The early 1950s saw the introduction of a num-
ber of theories that implied that formalism was not
just a faint hope for the future. While HULL had at-
tempted valiantly to use his hypothetico-deductive
method to develop mathematically rigorous models
(HuLL 1952), his approach ultimately collapsed un-
der its own axiomatic weight. The emergence of
more sophisticated theories using computer simula-
tion techniques (Newell/Shaw/Simon 1958, Newell/
Simon 1956) showed how neatly mathematically
and computationally based systems could mimic
human decision making and problem solving be-
havior. This work had a dramatic and lasting im-
pact. It was very much a part of the information pro-
cessing approach that was to become the dominant

paradigm of the cognitive revolution and, of course,
helped pave the way for the emergence of the field
of artificial intelligence.

3. Claude SHANNON (1948, 1951; SHANNON/
WEAVER 1949), seeing the deep link between the
physicist’s notion of entropy and the engineer’s
concept of information, introduced the notion of
information processing to communication theory.
Psychologists such as George MILLER (1951, 1956),
quickly saw the psychological relevance of informa-
tion processing and began developing cognitive and
linguistic models using these new methods. While
many, including MILLER (2003), became wary of
overemphasizing this approach, it was quickly
picked up by a sufficient number of psychologists
such that standard introductory textbooks (e.g.,
KassIN 2003) now refer to this era as one dominated
by the information processing model.

4. At roughly the same time, a variety of novel
mathematical techniques were applied to the prob-
lems of learning (BUSH/MOSTELLER 1951, 1955; ESTES
1959), psychophysics (TORGERSON 1958), signal de-
tection (SWETS/TANNER/BIRDSALL 1961) and decision
making (LUCE 1959). While these contributions
didn’t have nearly the direct impact on cognitive
theory that the simulation work of Newell, Simon
and their colleagues had on the information pro-
cessing approach, they played an important role in
undercutting the impact of radical behaviorism and
diverted those who held an interest in formalism
away from HULL's approach.

5. In 1954 the Social Science Research Council
sponsored an interdisciplinary conference on psy-
chology and language which was attended by an ar-
ray of significant thinkers from linguistics, anthro-
pology, psychology and related disciplines (see
OSGOOD/SEBEOK 1965). The importance of this
meeting with its assemblage of young, creative
thinkers has not really been appreciated by most
historians. Its impact was significant and went a
long way toward softening the positivist account of
language which had been promoted by prominent
theorists like BLOOMFIELD (1933) and had long dom-
inated linguistic work. This conference was fol-
lowed two years later by a symposium at MIT orga-
nized by the then rather revolutionary “Special
Interest Group in Information Theory.” This meet-
ing had a more limited vision than the SSRC meet-
ing but was equally significant. Interestingly, it was
here that CHOMSKY first publicly articulated his
novel ideas about transformational grammars. In
fact, it has been suggested that this is where the cog-
nitive revolution actually began (MILLER 2003).
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6. Jerome BRUNER and colleagues published their
seminal A study of thinking (BRUNER/GOODNOW/AUS-
TIN 1956) outlining a set of heuristic devices that
people used in problem solving. This book champi-
oned the employment of what became known some
decades later as “top-down” cognitive procedures
for tackling complex, logical problems.

7. When the decade of the 1950s ended, it did so,
not with a whimper, but with a distinct bang. In
1959 a then-obscure linguist named Avram Noam
CHOMSKY wrote a rather astonishing demolition of
B. F. SKINNER’s behaviorist treatise, Verbal Behavior
(SKINNER 1957). CHOMSKY's critique (CHOMSKY 1959),
one of the most influential book reviews in the his-
tory of the academy, was a scholarly “dusting up”
which quite thoroughly put to rest any lingering
hopes for a non-mentalist approach to the problems
of language and thought.?

8. The turn of the decade saw the publication of
MILLER, GALANTER and PRIBRAM’s (1960) Plans and the
structure of behavior which outlined how important
the establishment of cognitive planning was for vir-
tually everything interesting that people did. This
book presented the logical extension of the argu-
ments put forward a decade earlier by LASHLEY
(1951) in that MILLER, et al. showed how serial be-
haviors like speaking, typing, playing the piano, or
riding a bicycle, which befuddled behaviorist analy-
sis, could be handled simply by introducing the no-
tion of a plan.

9. During the early 1960s psychology discovered,
rather belatedly, first Jean PIAGET and then Lev Vy-
GOTSKY and the entire enterprise of developmental
psychology changed overnight. Piaget, a scholar
whose work emphasizing the stages of cognitive de-
velopment had been quite influential in Europe, fi-
nally found receptive ears over here across the At-
lantic. Vygotsky, whose impact had been largely
restricted to the Soviet Union and Eastern Europe,
emphasized the role of meaning in language and
the importance of social components. Children
quickly went from being viewed as organisms char-
acterized by stimulus-response mechanisms to epis-
temologically sophisticated beings with rich, evolv-
ing, cognitive and social systems.

10. North Americans discovered the work of a
number of British scholars who, owing to their re-
luctance to embrace radical behaviorism, had been
largely overlooked. Particularly influential were the
perspectives of BARTLETT (1932), CHERRY (1953,
1957) and BROADBENT (1958), all of whom encour-
aged the development of more complex models of
perceptual and cognitive functioning.

One of the intriguing features of this shift toward
a cognitivist world was the introduction into psy-
chology of the work of scholars trained elsewhere,
in other traditions with other values and holding, of
course, other prejudices. Psychology was inundated
with the ideas and priorities of linguists (CHOMSKY),
anthropologists (SEBEOK), mathematicians (LUCE),
physicists (BUusH), engineers (SHANNON), communi-
cations specialists (CHERRY), computer scientists
(NEWELL), statisticians (MOSTELLER), biologists
(PIAGET), and political scientists (SIMON®). It was all
very KUHNIAN and it all happened very quickly. By
1967 Ulric NEISSER was able to title his seminal vol-
ume, Cognitive Psychology and nobody even blinked.

From a personal perspective, it was an absolute
delight to be among the young students of the field
of psychology in that day. As Thomas KUHN has ar-
gued (KUHN 1962), it is often the young scholars, the
ones who are fortunate enough to arrive on the cusp
of change, who benefit most. Since they have not
yet been indoctrinated into any particular paradig-
matic framework, they are free to adapt to the new
and the adventurous. Indeed, I and many of my
peers found ourselves unencumbered by behaviorist
tenets and free to follow the new winds blowing
through the academy. And it was great fun. The rev-
olution was in full swing and it wouldn’t be long be-
fore we could actually use words like “representa-
tion” and “consciousness” and still get our articles
published in peer-reviewed journals. A heady time
indeed.

The Intellectual Cost of the Revolution

But, as was hinted at earlier, there was a price being
paid for all this, and for a long time, no one seemed
to notice. Experimental and theoretical psychology,
having been largely swept up in the cognitive revo-
lution, took on a particular cast, one that was char-
acterized by: (a) a fascination with the problems of
memorial representation while slighting the prob-
lem of how knowledge is acquired and, (b) a neglect
of the basic DARWINIAN heuristics, the ones that
counsel us to question whether proposed models
and theories make sense in terms of the adaptation-
ist principles of evolutionary biology.

As these shifts in interest wove their way through
our discipline they left their fingerprints behind in
the form of some raw but useful numbers that can
be used to chart them. The following sections
present historical data mapping out the waxing and
waning of interest in each of the key topics of learn-
ing, memory, and evolution. They are in the form of
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frequency counts that result from a series of sweeps
through the large archival base compiled by the
American Psychological Association and presented
in its PsychINFO files. Details on the manner in
which the search was carried out follow.

Search Methods

The frequency counts were obtained by plumbing
the depths of the PsychINFO data base using partic-
ular key words to define the capture net. The data in
Tables 1 and 2 used learning for one sweep and mem-
ory for the other. A similar set of figures for the term
evolution are presented in Table 3. The full
PsychINFO data base was scanned, one decade at a
time, with each sweep pegged to a key word. This
process yielded the frequencies with which pub-
lished articles in each decade of the 20™ century
used these key terms in either their title or abstract.

This technique has some obvious difficulties.  do
not believe they compromise the outcomes but they
need to be acknowledged. First, there is huge demo-
graphic pressure on these frequencies. The sheer
number of citations is forced upward as the number
of journals published and individuals doing re-
search increased. Hence, the interesting patterns are
not the raw figures themselves (which, indeed, al-
most always show decade by decade increases), but
the relative shifts in interest in the target issues.

Second, there are more than a few duplications.
The PsychINFO system picks up any article that uses
any selected key term. Therefore, any article that
used both of the terms learning and memory in either
the title or the abstract would end up being counted
in both sweeps. Rather than go through the pro-
cesses of eliminating duplications (looking at the ta-
ble will give you can get a feeling for how tough this
task would become by the latter part of the century),
the decision was made to merely accept these dupli-
cations uncorrected. Since the primary concern is
with the shifts in interest, these overlaps don’t seem
to present any fatal flaws—in fact, one could argue
that they represent true reflections of shared inter-
est.

Third, I wanted these scans to reflect contempo-
rary work as well. Consequently, citations made
during the years 2000 to 2003 are included. For con-
sistency, these figures were projected out under the
(doubtlessly shaky) assumption that interests in
these topics will continue at the same rate for the
rest of this decade. The concern is not with the pre-
scient accuracy or lack thereof of this process; the
numbers are useful in that they provide a sense of

Key Word

Decade Learning Memory L/M Ratio
1900-1909 41 109 .38
1910-1919 267 259 1.03
1920-1929 661 812 .81
1930-1939 3,087 1,213 2.54
1940-1949 4,319 1,093 3.95
1950-1959 7,931 3,365 2.36
1960-1969 17,920 3,916 4.58
1970-1979 29,729 11,643 2.55
1980-1989 35,743 17,376 2.06
1990-1999 49,072 32,141 1.53
2000-2009 55,028 38,901 1.41

Table 1. The number of publications per decade on the key
topics of learning and memory using a full-scan PsychINFO
search. The figures for 2000-2009 are projections based on the
assumption that the rate of publications for the early years of
the current decade will continue throughout it. The L/M ratio
is the proportion of articles on memory relative to the number
published on learning.

how popular the topics encompassed by these three
key terms are at the present time.

Fourth, as the field of psychology expanded, the
horizon of topics included in the data base ex-
panded—and at a stunning rate. Over the last half of
the century the number of journals increased dra-
matically and the range of topics included in the
data base expanded in parallel fashion. The raw
numbers in Table 1 and the first column of Table 3,
which are based on every journal in the capture net
(including those in related fields and such semi-sci-
entific publications as Psychology Today), show just
how stunning this increase was. As a result of this
expanded breadth of coverage, the key terms began
picking up articles and books that lay outside the
primary concerns. For example, learning began to
capture articles that focused on educational issues,
pedagogy, didactic approaches, self-help techniques
and similar topics. The term memory began snagging
semi-scientific pieces on “how to improve your
memory” by any of a number of (highly question-
able) techniques and evolution started capturing arti-
cles that were more of a political/educational nature
than scientific (e.g., debates over the teaching of
evolution vs creationism).

Consequently, a second scan was run limiting the
search to those journals that had either been around
since psychology’s earliest days and/or were ones
that primarily published formal theoretical articles
and research using laboratory-based, empirical
methods. In particular, the scan was limited to a se-
lect few, highly regarded, intensely peer-reviewed
journals. The results from this scan are in Table 2 for
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Key Word

. L/M

Decade Learning Memory Ratio
1900-1909 13 35 37
1910-1919 86 83 1.04
1920-1929 103 117 .88
1930-1930 768 249 3.08
1940-1949 888 275 3.23
1950-1959 1,811 1,154 1.57
1960-1969 3,400 1,657 2.05
1970-1979 3,458 1,867 1.85
1980-1989 2,527 1,852 1.36
1990-1999 2,913 2,541 1.15
2000-2009 3,050 3,051 1.00

Table 2. The number of publications per decade on each of the
key topics of learning and memory. This search was restricted to
the historically more “scientific” journals (see text for the full
list). The figures for 2000-2009 are projections based on the
assumption that the rate of publications for the early years of
this decade will continue throughout it. The L/M ratio is the
proportion of articles on “memory” relative to the number
published on “learning.”

learning and memory and the right-most column of

Table 3 for evolution. The journals included in this

scan are:

1. Journal of Experimental Psychology (including
the several spin-off sub-journals established as
the need for them grew)

2. Quarterly Journal of Experimental Psychology

(similarly here)

Psychological Review

Psychological Bulletin

5. Journal of Comparative and Physiological Psy-
chology, up to the 1980s when it split into:

6. Journal of Comparative Psychology and

7. Behavioral Neuroscience

8. Animal Learning and Behavior (beginning in the
1970s)

9. Journal of Human Behavior and Learning (be-
ginning in the 1970s)

10. Journal of Verbal Learning and Verbal Behavior,
from the 1960s through the 1980s when it be-
came:

11. Memory and Language

12. Memory and Cognition (beginning in the
1970s)

13. Learning and Individual Differences (beginning
in the 1980s)

14. Learning and Motivation (beginning in the
1970s).

While the issues that are of primary interest here
do have considerable overlap, I want to keep them
separate for the purposes of exposition. First let’s

Ll

Evolution
Decade All Journals “Scientific”
Journals

1900-1909 171 14
1910-1919 180 21
1920-1929 908 12
1930-1939 857 23
1940-1949 212 6
1950-1959 271 7
1960-1969 897 9
1970-1979 1,466 19
1980-1989 3,596 44
1990-1999 7,774 50
2000-2009 11,009 94

Table 3.The number of publications per decade in the key
area of evolution. The column marked “All journals” used a
full-scan search (PsychINFO), the other used only those “sci-
entific” journals noted in the text. The figures for 2000-2009
are projections based on the assumption that the rate of pub-
lications for the early years of this decade will continue
throughout it.

take a look at learning and its epistemic partner,
memory; below we’ll examine the patterns of use sur-
rounding the term evolution.

Learning and Memory

Alook at the early pattern of usage of these terms is
instructive. When the empiricist approach to phi-
losophy, led by the loosely confederated group
known as the British Empiricists, finally triumphed
over Cartesian rationalism with its nativist lean-
ings, a deep obligation was incurred. If you are
committed to environmentalism and wish to
maintain the tabula rasa assumption, even in a di-
luted form, you have to be able to come up with
some explanation of how knowledge gets acquired.
Nativism, as has often been noted, is a bit a “cop-
out” in this regard. Nativists needn’t worry about
how the mind becomes epistemically populated,
they simply assume it came fully equipped on ar-
rival.

An empiricist, on the very other hand, needs to
entertain some mechanism through which it is
possible to understand, at least in principle, how
the underlying knowledge base that drives behav-
ior is acquired. Since behaviorists were committed
to this brand of empiricism, the topic of learning
became central to their enterprise. And, not sur-
prisingly, the parallel topic of memory, which is
primarily concerned with the representation of
knowledge, lost ground. This pattern of shifting fo-

Evolution and Cognition [ 107 | 2003, Vol. 9, No. 2



Arthur S. Reber

cuses is revealed by the frequency with which these
two key terms were used in the decades just before
and during the heyday of behaviorism. In fact,
there are several intriguing patterns in Tables 1 and
2 that provide a good feel for the waxing and wan-
ing of interest in these topics over the full century.

(1) During the first decade memory is actually a
more popular topic than learning although the data
base is small. Over the first three decades the num-
ber of articles that focused on the two topics is vir-
tually identical, and since these patterns show up
in both the broad and the narrow searches they
would appear to be reflective of psychology’s broad
interests during these years.

(2) The first dramatic shift takes place in the
1930s. By this time behaviorism was firmly in place
as the dominant approach in psychology. As good
descendants of British Empiricism, the practitio-
ners took their obligations on with a vengeance.
Throughout the 1930s and 1940s the number of
publications that focused on learning averaged over
three times the number on memory. This pattern is
seen in both the narrow and the full scans al-
though it is more dramatic in the full scan.

(3) This dominance continued throughout the
1950s, 1960s and, to some extent, into the 1970s.
Here the two scans show slightly different patterns.
In the unrestricted scan, learning continues to be a
more popular topic throughout this period al-
though there is a detectable shift. From the 1940s
through the 1960s learning is the topic of investiga-
tion 3.47 times as frequently as memory. In the fol-
lowing decades the ratio undergoes a monotonic
decline to its current level of less than 2 to 1. In the
restricted scan the abruptness of the shift is a bit
more muted. Here, learning is cited 2.06 as often as
memory from the 1940s through to the 1960s but
then rapidly loses ground so that the two terms are
now essentially on an even footing.

(4) In the restricted scan, the number of articles
that focused on learning actually drops after the
1970s and still has not completely recovered.
Given that the number of journals and researchers
increased dramatically during this era, this decline
in interest in the topic is diagnostic of a dramatic
intellectual shift.

(5) In the last two decades of the century, there
is a sense of increased attention paid to learning. It
is almost certainly the case that this renewal is due
to the appearance of connectionism, the first new
formal theory of learning to appear in several de-
cades (Rumelhart/McClelland 1986; McClelland/
Rumelhart 1986).

(6) From the 1980s to the current decade, with
the cognitivist orientation gradually but effectively
taking control, memory slowly but inexorably over-
takes learning as a topic of investigation. These are
the decades during which the cognitive revolution
matured and became as dominant over the whole of
psychology as behaviorism had been during the
1930s and 1940s, if not more so. This modern ver-
sion of cognitivism embraced and nurtured research
on the form and, importantly, the underlying neu-
roanatomical representation of held knowledge
with diminished interest in investigating how it was
acquired.

The interpretation of these patterns seems pretty
straightforward. The burst of interest in learning in
the ‘30s and ‘40s was driven by the field’s long-
standing commitment to Lockean ideals. Memory
was important, of course, but it tended to be treated
as an adjunct to the more basic topic of learning. The
late-century shift away from learning appears to be a
classic case of “throwing out the baby with the bath
water.” The abandonment of behaviorism led to the
systematic neglect of the very topics that had lain
close to its conceptual heart and no topic was closer
to the core of behaviorism than learning. Admit-
tedly, the failure to continue with the study of learn-
ing may have had a lot to do with the manner in
which it had been studied in the decades just prior
to the emergence of cognitivism. A quick perusal of
such volumes as HULL’s Essentials of behavior (1951)
and A behavior system (1952) or FERSTER and SKIN-
NER's (1957) Schedules of reinforcement will provide a
modern psychologist with all he or she would need
to understand why the study of learning was largely
vacated by cognitivists. Indeed, the lingering con-
cern with learning was driven largely by the influen-
tial theory of Robert RESCORLA (1967, 1988; REs-
CORLA/WAGNER 1972). RESCORLA’s point of view, of
course, is distinctly cognitive in nature and allowed
those with lingering behaviorist leanings and those
who preferred to work with non-human subjects to
blend in with the emerging revolution.

Interestingly, the research that began to appear
toward the end of behaviorism’s dominance ex-
plored human functions, particularly those in-
volved in language and thought. Psychologists be-
gan dusting off such archaic methods as asking
participants what their experiences were, how clear
and representative their images were, how they
went about solving problems, what words they
could recall, how confident they felt in their deci-
sions. At first, these studies were carried out under a
behaviorist banner. MILLER's (1951) influential Lan-
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guage and communication is notable for the line in its
preface remarking that “The bias is behavioristic—
not fanatically behavioristic, but certainly tainted
by a preference.” One of the first journals to rou-
tinely publish studies that followed in this line of re-
search began life in the 1960s as the Journal of Verbal
Learning and Verbal Behavior. By the 1980s the power
of the revolution was felt, JVLVB disappeared and
was reborn phoenix-like as Memory and Language—
“learning” was gone, replaced by “memory,” “ver-
bal” was gone, replaced by “language.” And, “be-
havior” was merely gone—no replacement needed.

To get a feeling for how this cognitivist Zeitgeist
functioned, it is instructive to look in some detail at
a topic of investigation that first appeared during
this period, implicit learning. Implicit learning is the
process whereby knowledge is acquired largely inde-
pendent of awareness of both the process and the
products of learning (REBER 1993). Implicit learning
takes place naturally when an individual attends to
and works with a complexly structured stimulus do-
main. It typically results in the induction of a tacit
knowledge base that captures many of the structural
features of the displays. As a topic of investigation,
it is one of the few that emerged early in the cogni-
tive revolution that focused squarely on knowledge
acquisition and, because its history overlaps almost
perfectly with the shift from behaviorism to cogni-
tivism, it makes for a relevant case study.

A short “aside”on the subject of implicit learning

The first reports appeared toward the end of 1960s
(REBER 1967, 1969) just when the move away from
behaviorism was going public. On the face of it, this
was a topic that should have been embraced by the
emerging cognitive revolution. It focused on learn-
ing, invited questions about the role of conscious-
ness and had direct implications for developmental
psychology, which was undergoing is own process
of cognitivization. Moreover, implicit learning
maintained links with behaviorism for, by its very
nature, the process takes place without the blessings
of awareness.

No matter, the topic lay peacefully in the journal
pages, virtually unnoticed and uncited for a surpris-
ingly long time. It took nearly three decades on the
fringes before it became, quite suddenly, an official
“hot topic.” Just how “hot” is revealed by the results
of the PsychINFO scan in Table 4. The number of
publications on the topic jumped from single to tri-
ple digits from the 1970s to the 1990s. In addition
to this hundred-fold increase in published papers,

Decade Impli'cit Implicit
learning memory
1960-1969 2 0
1970-1979 2 0
1980-1989 21 55
1990-1999 244 277
2000-2009 399 914

Table 4. The number of publications per decade on the topics
of implicit learning and implicit memory based on a full-scan
search. The figures for 2000-2009 are projections based on the
assumption that the rate of publications for the early years of
this decade will continue throughout it.

three books were published in rapid succession
(Berry/Dienes 1993; CLEEREMANS 1993; REBER 1993),
two major journals (Psychonomic Bulletin & Review
and Trends in Cognitive Sciences) featured it as a key
topic of research, and in 1997 the “official” impri-
matur was granted to the topic with the publication
of the Handbook of implicit learning (Stadler/Frensch
1997).

This mushrooming of interest, however, was not
driven by a sudden concern with mechanisms of ac-
quisition, but by the discovery of the phenomenon
of implicit memory. As Table 4 also shows, while this
flurry of research on implicit learning was going on,
the topic of implicit memory was undergoing a paral-
lel growth. At first blush, this looks like a classic
“chicken and egg” problem. Did the sudden interest
in implicit memory drag along implicit learning or did
the emerging attention to implicit learning pull
along memory researchers? For anyone who has
worked in this area, the answer is unambiguous:
learning rode in on the coattails of memory.

Researchers who were interested in the uncon-
scious acquisition of knowledge suddenly found
their work in the spotlight, not because of any
breakthroughs in research or any novel insight. The
discovery® of the existence of memorial representa-
tions that had causal roles to play on behavior but
remained outside the reach of awareness struck a
chord among cognitive psychologists. Within a
span of ten years, implicit memory went from a non-
topic to being one of the most cited key terms in all
of psychology. Note the pattern of publications in
Table 4. The growth in interest in the role of the un-
conscious in acquisition only occurred when the
topic of memory was recognized as having an im-
plicit component (see SCHACTER 1987). While im-
plicit learning “enjoyed” two decades of existence be-
fore implicit memory was even recognized as a topic,
it was quickly surpassed by it. This asymmetry in in-
terest is even more marked if one looks at the man-
ner in which these two topics are handled in stan-
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dard texts in cognitive psychology. Of the baker’s
dozen modern cognition texts sitting in my book-
shelves, every one has a section on implicit memory
but not one even mentions implicit learning.

The Consequences of Favoring
Representation over Acquisition

The relative neglect of learning in favor of memory
has had two primary consequences. First, it has pro-
duced a modern developmental psychology that
tends to focus on knowledge representation while
neglecting knowledge acquisition. The growth of
knowledge and understanding in children has come
to be viewed more as a maturational process than
one in which environmental circumstances play an
important role. Indeed, in much of contemporary
developmental discourse the distinction between
learning and memory is lost. When it is concluded
that some particular concept, word, category or ac-
tion is part of a child’s repertoire it is typically pre-
sented as simply that with little or no concern about
the underlying mechanisms through which such
knowledge was acquired. This movement away
from learning was encouraged by the gradual emer-
gence of Piagetian theory. Piaget, while introducing
a dialectical framework for understanding how chil-
dren’s representations changed over time (hence his
interest in errors that children made), tended to
view such changes as the natural progressing of a
maturational process.

Second, the neglect of learning was accompanied
by an increase in the tacit assumption of genetic de-
terministic models. In the centuries-long debate be-
tween nature and nurture, the cognitive revolution
was accompanied by a distinct, inexorable swing of
the pendulum back toward nature. There is little
doubt that the CHOMSKYAN revolution in linguistics
played a significant role here. CHOMSKY famously as-
sumed the existence of a genetically determined
“language organ” which held, in some abstract
form, the underlying rules of universal grammar
and guided the emergence of language in the devel-
oping child (CHOMSKY 1966, 1972). CHOMSKY's per-
spective gave rise to a program of research that cul-
minated in what has become known as modularity
theory (see FODOR 1983 for the beginnings of this
movement and KARMILOFF-SMITH 1992 for a critique
of it). Interestingly, while there is no necessary link
between nativism and modularity (ELMAN et al.
1997), the movement toward modularity was car-
ried along primarily by those with strong nativist
leanings (e.g., PINKER 1994).

This particular trend toward nativism was distin-
guished from the approach championed by Piaget
primarily because, following CHOMSKY, many theo-
rists were assuming a “content” specific endowment
rather than a “process” specific one. That is, rather
than maintaining that particular processing mecha-
nisms were inborn, the actual epistemic content of
mind was assumed to have been genetically pro-
grammed in (see REBER 1973 for the nature of this
distinction and the role it played in early theory). In
PIATELLI-PALMARINI’S (1980) edited volume (which,
interestingly, carried the subtitle The debate between
Noam Chomsky and Jean Piaget), this distinction can
be seen in stark relief.

However, this drift toward innateness was a most
unusual one for it took place virtually completely
without the blessings of evolutionary biologists. In
fact, the movement has an oddly paradoxical ele-
ment in that while its proponents made bold as-
sumptions about genetically encoded mechanisms
they were, throughout their decades of maximal in-
fluence, singularly uninterested in even discussing
DARWINIAN adaptationist issues. And, in this they
mirror the second of the major consequences of the
cognitive revolution, the diminution of the role of
adaptationist thinking.

Darwinian adaptationism

As with the shifting balance between learning and
memory, the best way to get a sense of how the inter-
est in Darwinism changed over the last century is to
look at the citation data. Table 3 shows the output of
the same broad and narrow scans of the PsychINFO
data base, this time using the key word evolution.
The patterns here share some features with the ear-
lier scans but also have some unique elements. First,
the topic of evolution was quite popular early on. In
fact, it was as frequently the focus of scientific work
as either learning or memory up through the end of
the 1920s. Interestingly, of the three topics it was
considerably more frequently cited in the larger
data base than in the narrower, as can be seen by
comparing the raw numbers for all three terms dur-
ing this period. Whereas learning and memory were
the topics of publications roughly three times as of-
ten in the full scan than in the narrow, with evolu-
tion this ratio is closer to 10 to 1.

The burst in interest that appears in the 1920s is
at least partly due to the emerging grand synthesis
in evolutionary biology that developed when Men-
delian principles were blended with DARWINIAN the-
ory. The growth in the 1930s reflects this continu-
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ing interest along with encouragement from
behaviorists who treated evolution as legitimizing
their dependence on cross-species generalizations
and were deeply sympathetic with the ethology
movement that was emerging among European zo-
ologists (e.g. LORENZ 1937).

The next two decades, however, show a precipi-
tous decline in interest. In fact, evolution as a key
term almost disappears from the scientific forum. In
the 30 years from 1940 until 1969, the narrow scan
yields a grand total of only 22 publications using
evolution as a key term. Even in the broad scan, the
number of publications drops by an astonishing
75% from the decade of the 1930s to the 1940s. The
gradual demise of behaviorism may have played a
role here, but it is unlikely to have been the critical
element. And, while the emergence of cognitivism
certainly worked to delay the resurgence in adapta-
tionist thought until the 1990s, it's difficult to see
how it could have had much impact in the post war
era. Rather, the virtual abandonment of Darwinism
during this period was primarily a reaction to an
ever-deepening suspicion of adaptationist think-
ing—and for several good reasons.

First, psychology was still struggling with its long
and occasionally ugly history of exploiting adapta-
tionism to draw invidious distinctions among peo-
ples of differing ethnic and racial ancestries. The ex-
cesses of the eugenics movement and a recognition
of the impact it had on immigration, education,
health care, intelligence testing, and social policy
(see HOTHERSALL 1995) was a compelling intellectual
brake—especially when all of it was brought into
horrific clarity by Nazism. And just when we began
to hope we were over such embarrassments as GAL-
TON’s (1874, 1880) and GODDARD’s (1912, 1917) ar-
guments, works such as those authored by RUSHTON
(1988) and HERRNSTEIN and MURRAY (1994) surfaced
to show us again how treacherous this approach can
be. The angry and combative reception that WIL-
SON'’s book Sociobiology (WILSON 1975) received is in-
dicative of the strong feelings held by many (see,
e.g., LEWONTIN/ROSE/KAMIN 1984).

Second, evolutionary biologists such GOULD and
LEWONTIN pointed out that the line between adapta-
tion and exaptation was often a fine one. In their
seminal “spandrels” paper (Gould/LEWONTIN 1979),
they cautioned against drifting into a pan-adapta-
tionism where all surviving organic features and be-
havioral propensities were assumed to have evolved
because of particular adaptive roles in the species’
past. Many adaptive forms and functions, they cau-
tioned, exist today, not because they necessarily

possessed singular utility, but because they “piggy-
backed” on other related forms and functions or
were spandrels—that is, necessary consequence of
the emergence of related structures.

The result of these several forces was that Darwin-
ism, so long the intellectual umbrella under which
psychology flourished, was shunted aside like an
embarrassing cousin. As the years went by it became
increasingly clear that this was no small debt that
was accumulating. Since its emergence as a distinct
discipline, psychology had been codified, struc-
tured, and embodied within a functionalist’s frame
of reference. DARWINISM had been the initial bind-
ing force that brought together the diverse elements
of our science. Without DARWIN there would have
been no basis for cross-species studies, there would
have been no ethology, no physiological psychol-
ogy, no comparative investigations. Individual dif-
ferences would have been viewed as they were in
HELMHOLTZ’s day, as annoying sources of error vari-
ance. Fields such testing and evaluation, assess-
ment, diagnostics, indeed most of modern psycho-
metrics, would have been reduced to little more
than desperate attempts to declutter our data base.
The mind itself would have been viewed as Titch-
ener had naively counseled, an object whose struc-
ture was to be unpacked independent of any consid-
erations of its functions. Emotions would have been
seen as a compendium of modes of expression
rather than as exquisitely evolved adaptations to
the vagaries of an ever-changing environment—
and no one would ever have wondered whether or
why a nonhuman primate could behave deceptively
(SEYFARTH/CHENEY 2002).

The cognitive revolution, for all it did to free psy-
chology from the shackles of behaviorism, actually
worked against the emergence of adaptationist
thinking. Indeed, it assisted in trussing up the field in
a very different conceptual straightjacket. Enamored
of information processing models, of computer sim-
ulations, of those clever theories in which so many
boxes danced across the pages of journals and books,
we found ourselves forgetting to ask the most basic
questions: Do these models of mind make any DAR-
WINIAN sense? Could something like a language acqui-
sition device, fully equipped with the contents of Uni-
versal Grammar have evolved within the time frame
set out for it? Do people really shunt information
from one kind of memory store to another? Did
tightly encapsulated modules have any legitimate
ontological status—did they have the requisite adap-
tive characteristics? Could the mind/brain really
have boxes labeled “input,” “sensory buffer,” “push-
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down stack?” Did feature-detecting demons shout to
each other about aspects of a stimulus display? Did
sensory systems really pick up n + 1 stimulus ele-
ments in each conceptual glance?

Of course, operating within the confines of con-
ceptual models is a time-honored technique; we are
used to theories that say, in essence, “the mind op-
erates just like...” But the early decades of the cogni-
tive revolution were marked by the development of
models of mind that began to fudge the simulation-
emulation boundary and sought to capture the data
base without ever invoking the classic DARWINIAN
heuristic: “Could systems that functioned like these
models implied possibly have evolved and could
they have done so in the time frame specified?”
Viewed from an adaptationist’s perspective it be-
came clear that, in Gerald EDELMAN’s famous re-
mark, much of this early work “wasn’t even wrong.”

Intriguingly, as noted above, this era was marked
by an odd and almost paradoxical sequence of de-
velopments. On one hand, many of the new and in-
fluential cognitive scientists followed the CHOM-
SKYAN move and adopted a strongly nativist
perspective. Nativism is, virtually by definition,
bound up with genetics and genetics is, equally
compellingly, linked to principles of evolutionary
biology. Yet the new nativists were singularly un-
willing to take into consideration DARWINIAN, adap-
tationist principles. With rare exception the ques-
tion of how, why, and under what circumstances
these assumed innate mechanisms evolved was
never even asked, let alone debated.

Clearly, the situation is changing, if slowly. The
citation frequencies for the 1990 and those pro-
jected through the next decade suggest that Dar-
winism has most certainly re-emerged. For the
most part this resurgence is due to the growth in
the discipline of evolutionary psychology. Basic pro-
cesses like learning and conditioning are now un-
derstood as being modulated by mechanisms with
adaptationist elements. Social processes are now
appreciated as affected by species-specific predis-
positions and such basic operations as in-group co-
operation, mate selection, the emergence of con-
sciousness, the development of aesthetic
judgment, altruism, group

Sometimes the game is easy to play and non-con-
troversial. The gradual downward shift in the posi-
tion of the larynx was shown to have adaptationist
properties since it led to the creation of the suprala-
ryngeal vocal tract allowing humans the freedom to
produce the rich phonology of human speech and,
of course, to choke on their food (LIEBERMAN 1984).
At other times things have gotten a bit sticky, as
when various scenarios were sketched showing how
and why various forms of social interaction might
have given rise to a genetically encoded tendency
for altruism (RUSHTON 1989), what kinds of biologi-
cal determinants could lead to suicide (DECATAN-
ZARO 1980), where the genetic roots of empathy can
be found (PRESTON/DE WAAL 2002) or, perhaps the
most difficult problem of all, what kinds of primor-
dial scenes might have encouraged the develop-
ment of a phenomenologically poignant, self-refer-
encing consciousness (FLANAGAN 1991, Chapter 8;
REBER 1997).

But, no matter. All sciences face problems when
doing “normal science.” The adaptationist’s
method, prone though it is to the “just-so story” fal-
lacy, and open as it is to abuse by the self-serving, is
the generally accepted way of doing evolutionary
psychology. Indeed, as de Waal proclaimed in a re-
cent paper, “evolutionary approaches are on the rise

. and have the potential to bring an all-encom-
passing conceptual framework to the study of hu-
man behavior” (de Waal 2002, p187).

Independent of the accuracy of de Waal’s pre-
science, the citation data certainly suggest that
there is a gradual redressing of the neglect of the
issues of acquisition and adaptationism. Closing
these intellectual lacunae will certainly enhance
the emergence of a mature psychology. The hope is
that future work will take place in the context of a
science that routinely invokes basic heuristics
when entertaining models of mind, theories of be-
havior, or metaphors for the human brain. Specifi-
cally,

(1) When regular and consistent patterns of be-
havior are observed, toy with models of acquisition
before assuming a nativist ontology. Learning al-
most certainly plays a larger role in human func-

tioning than is currently be-

selection pressures, and why
patterns of prejudice and dis-
trust tend to erupt under par-
ticular conditions of envi-
ronmental stress are now
being viewed within DARWIN-
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lieved by most psychologists.

(2) Look for the adaptive
functions of hypothesized
mechanisms and question
whether they appear to be in-
trinsically linked with partic-

IAN contexts.

ular structures and forms or
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whether they might be exaptively associated with
parallel structures and forms.

(3) Consider whether and how a system with
these properties could have evolved within the time
frame indicated.

(4) Look for the entailments of hypothesized
mechanisms and try to determine if their presumed
structures do violence to what is already known or
suspected about human behavior and the underly-
ing neural systems that mediate them.

(5) Question whether the specific entailments of
such a mechanism make sense in light of the ac-
cepted models of evolutionary biology.

If we hold dear to these heuristic devices we
should be fine in the coming decades.

Notes

1 BAARS’s book was an “early” history in which he searched
for the roots of the intellectual revolution as it was taking
place. His vision of the evolving paradigm was expressed
by the areas that he focused on and, of course, by those
that he neglected. The two slighted orientations that were
to become important were the neurocognitive sciences
and the delicate interlacing of cognitive-style approaches
with social psychology. Neither absence is terribly surpris-
ing. Social psychology had always been much more cogni-
tive than other areas so the shift there was not as dramatic
and the neurocognitive aspects were awaiting the develop-
ment of sophisticated scanning and recording techniques
that opened up areas of research that had only been imag-
ined in decades past.

2 The case of forensic psychology was complicated by the
fall from grace of its most ardent promoter, Hugo MUN-
STERBERG. MUNSTERBERG, a German immigrant and sup-
porter of conciliation and peace with Germany, argued
strongly and publicly for his point of view during the years
leading up to the first World War. Sternly criticized for this
stance by the media, many politicians and even his col-
leagues at Harvard, his research program focusing on psy-
chology and the law fell into a vague form of benign
neglect that, in all likelihood, would have been its fate
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The Effect of Fertility Risk
on Relationship Scrutiny

F or most people, hav-
ing a satisfactory ro-

mantic relationship de-
termines to a great extent
their level of satisfaction
with life and their subjec-
tive well-being (CAMP-
BELL/SEDIKIDES/BOSSON

1994; RUSSELL/WELLS
1994). A number of stud-
ies have shown that
problems in marriages
and marriage-like rela-
tionships may have se-
vere consequences on
one’s physical and/or
mental health (MAYNE et
al. 1997, WICKRAMA/
LORENZ/CONGER/ELDER

relationships.

Abstract

This study examined the influence of women’s men-
strual cycles on romantic relationship scrutinizing,
i.e., the degree of systematic processing of relation-
ship-relevant information. In making a global evalu-
ation of relationship satisfaction, 87 women were
asked to evaluate their relationship according to 64
specific features of the prototype of relationship quali- | were
ty (HASSEBRAUCK/FEHR 2002). Normally ovulating | their relationship pro-
women (not taking a contraceptive pill) processed in-
formation concerning their relationship more system- vant information more
atically during the period of highest fertility. Results
were discussed within an evolutionary framework.

Key words

Menstrual cycle, information processing, fertility,

series of experimental and
correlational studies, the
authors analyzed the con-
ditions which may have
an impact on scrutiniz-
ing. Among other find-
ings, they found for ex-
ample that persons who
dissatisfied with

cessed relationship-rele-

systematically than satis-
fied persons did. In addi-
tion, participants who
were more committed
scrutinized their relation-
ships more.

A large number of the-

1997). When compared

to persons with marital difficulties, those in happy
marriages were found to have a healthier immune
system (KIECOLT-GLASER/FISHER/OGROCKI 1987). In
addition, children who grow up with a satisfactory
and stable parental relationship appear to go on to
encounter fewer difficulties in their later develop-
ment (FELDMAN/FISHER/SEITEL 1997).

Considering the relevance of close relationships
for psychological and physical wellbeing, individu-
als would be expected to engage, under some cir-
cumstances, in relationship evaluation. Under such
circumstances, individuals would attempt to break
down their notion of a close relationship into its
constituent features, examine the prevalence (i.e.,
presence or absence) of those features in their own
relationship, and weigh the degree to which the
prevalence of those features contributes to their dis-
satisfaction or satisfaction with the relationship.

HASSEBRAUCK and SEDIKIDES (under review) label
this thorough and systematic processing of relation-
ship-relevant information relationship scrutiny. In a

oretical and empirical
studies show that pair bonding has different conse-
quences for men and for women (see TRIVERS 1972;
Buss 1994; ELLIS 1992). The human species invests a
great deal, in terms of biology, time and energy, in
their offspring; although in general, women invest
more of the above-mentioned investment criteria
(TRIVERS 1972). Wherever high costs are involved,
the risk of poor investment or deceit is also high. In
order to minimize this risk, sex-specific mate selec-
tion strategies have developed in the history of hu-
man evolution, so-called psychological programs
(ALLGEIER/WIEDERMAN 1994; BUSss 1994).

Since theoretically speaking it is women who risk
conception with every sexual encounter—unlike
men, who may be free of further involvement after a
sexual act—they need to be more selective than men
in the choice of their partner. Women should keep
an open eye for signs that denote the partner’s de-
pendability, determination, and his potential for
possible long-term investment in a relationship
(BUSS/SCHMITT  1993; HATFIELD/SPRECHER  1995;
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SYMONS 1979; TRIVERS 1972). Numerous studies have
in fact shown that women in general not only tend
to be more selective than men (BOTWIN/BUSS/SHACK-
ELFORD 1997), but also tend to focus on different
characteristics than men when selecting their part-
ner (Buss 1989). Women also seem to be more realis-
tic with regard to their relationships. SPRECHER/
METTS (1989) for example, found that, contrary to
common beliefs, men scored higher on a romantic
belief scale than women. Previously, HOBART (1958)
and KEPHART (1967) reported that men were more
likely to have beliefs such as love will conquer all,
and that one should marry for love.

The fact that women are more realistic and are
more fine-tuned to the ups and downs in their rela-
tionship, is also supported by a number of studies
demonstrating that women are “better barometers”
of their relationship. In a longitudinal study by KURr-
DEK (1993), relationship stability was better pre-
dicted with the use of women’s rather than men’s
data. RUVOLO/VEROFF (1997) further add that the
women's perceived real-ideal discrepancies within a
relationship correlate with marital well-being a year
later. In accordance with the results reported above,
no significant correlations were obtained when
computations were carried out for men. KURDEK
(2002), however, did not find that information ob-
tained from wives was sufficient to predict relation-
ship outcomes. This may be due to the fact that this
study attempted to predict marital stability. Stability
is by definition a variable which is influenced by
both partners’ decisions. If a person is trying to
maintain his or her relationship but the other part-
ner has the desire to end it, the result has to be ac-
cepted. Relationship satisfaction, however, is gener-
ally more strongly related to wives’ evaluations of
relationship features than men'’s.

In the evolutionary past of women, the risk of
poor investment was especially high during their
fertile phases. Choosing a mate with poor qualities,
e.g., a man who was not willing to invest in off-
spring, would be especially harmful if the woman
became pregnant. There is now considerable empir-
ical evidence that women’s menstrual cycle effects
sexual behavior as well as cognitive processes (see
GANGESTAD/COUSINS 2002, for a review). Normally
ovulating women (not taking the pill or other hor-
mone-based contraceptives) report an increased
sexual desire during their fertile phases (REGAN
1996). They engage in more extra-pair mating, and
have more sexual fantasies (BAKER/BELLIS 1995,
GANGESTAD/THORNHILL/GARVER 2002). There is also
preliminary evidence that women become more

discriminating when evaluating potential sex part-
ners during their fertile periods (cf. GANGESTAD/
COUSINS 2002, p171). THORNHILL/GANGESTAD (1999)
have conducted an impressive study, in which they
demonstrated that women'’s olfactory preference for
the scent of symmetrical men varies across their
menstrual cycle. Women'’s olfactory preference for
symmetrical men was greatest during the period of
highest fertility across their cycle, provided of
course that they were not taking the pill or any
other hormone-based contraceptive. PENTON-VOAK/
PERRETT (2000) found that women'’s preferences for
male faces changed during the menstrual cycle.
Women in the high fertile phase of their cycle sig-
nificantly more often chose masculine faces than
women in the low fertile phase.

In the face of this literature, I have examined pos-
sible consequences of the menstrual cycle on
women'’s scrutinizing. I expect to find that women
are more careful during high-fertility phases and in-
spect their partner and relationship more thor-
oughly and systematically than women in phases of
low fertility. Thus the central hypothesis of the
present study is:

Women scrutinize their relationship more during their
period of high fertility than women in low fertility
phases of the cycle.

Among other reasons, it is therefore important
and relevant to investigate this hypothesis because,
to my knowledge, no empirical data exists to date to
suggest that, dependent on their menstruation cy-
cle, women are varyingly discriminative in regard to
their individual relationship and partner. Confirma-
tion of this hypothesis would support the assump-
tion that scrutinizing has indeed developed out of a
specific adaptation mechanism that leads to thor-
ough relationship assessment, particularly when-
ever the relationship itself is in danger, or whenever
there is an increased risk of poor investment, such
as, for example, during the period of highest fertil-

ity.

Method

Participants were 87 women between 18 and 43
years (M = 26.5 years, SD = 6.56) who were involved
in a heterosexual relationship at the time of the
study. Twenty-two of them were married, 44 were
cohabitating, 21 were not living together. Mean re-
lationship duration was 5.3 years (SD = 5.52). They
were given 5 Euros for their participation (approxi-
mately 5 US$). A questionnaire to be completed at
home was distributed to women who were inter-
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ested in participating in the study. Participants were
instructed not to discuss any aspects of the ques-
tionnaire with their partner prior to completing it
and to put it in an enclosed envelope and send it
back after completion.

The questionnaire included items assessing per-
ceived relationship satisfaction, which was mea-
sured using a German version (HASSEBRAUCK 1991)
of HENDRICK' (1988) seven-item Relationship Assess-
ment Scale (RAS). This scale is a one-factorial reli-
able instrument in measuring global relationship
satisfaction (alpha = .92).

Following this, 64 features of the prototype of re-
lationship quality (HASSEBRAUCK/FEHR 2002) were
included. Participants were asked to use a 7-item rat-
ing scale to determine the extent to which these fea-
tures were present in their relationship, ranging
from 1 “not at all present in my relationship” to 7
“very much present in my relationship”. Trust, dis-
playing emotions, sexual satisfaction, having and
allowing for freedom, etc., are typical features of the
prototype of relationship quality. (For a detailed de-
scription of these features refer to Table 1.) Partici-
pants use these features when they are evaluating
how satisfied they are with their relationship (HAS-
SEBRAUCK/ARON 2001). The 64 features of relation-
ship quality demonstrate high internal consistency
(alpha = .97). Finally, the participants were asked (1)
whether they were taking the pill or any other hor-
mone-based contraceptives, (2) to state the number
of days since the start of their last menstrual cycle
(they were provided with a calendar to assist with
this task), and (3) to provide details of the typical
length in days of their menstrual cycle, provided
that they have a regular cycle.

Operationalization of Scrutinizing: Relationship
scrutinizing is a matter of information processing.
Extensive literature in the field of social cognition
indicates that a number of factors, such as mood,
personal relevance, and cognitive load, just to men-
tion a few, seem to induce either a systematic or a
heuristic mode of information processing (CLORE/
SCHWARZ/CONWAY 1994). Scrutinizing refers to the
systematic processing of relationship relevant infor-
mation. When individuals are asked to rate how sat-
isfied they are with their relationship, they may
base their global evaluative judgement on a thor-
ough and careful analysis of all aspects that, in their
eyes, are relevant for a good relationship. In other
words, they may compare their momentary rela-
tionship with the prototype of a good relationship,
which is their mental point of reference of relation-
ship quality and thus, their standard of assessment

(HASSEBRAUCK/ARON 2001). These individuals are as-
sumed to scrutinize their relationship. Individuals
may just as well avoid thoroughly processing infor-
mation and rely instead on heuristics and periph-
eral cues as a basis of their relationship assessment,
e.g., their present mood (SCHWARZ/BLESS 1991) or
the fact that the marital partner failed to tidy the
breakfast table in the morning.

In other words, the correlation between the global
evaluation of relationship satisfaction and the in-
tensity of specific features of the prototype of rela-
tionship quality is an indicator of the degree of scru-
tinizing engaged in. Individuals who tend to engage
in more scrutinizing than others should have
higher correlations between the features of relation-
ship quality on the one hand, and relationship sat-
isfaction on the other hand, than those who engage
in less scrutinizing. Scrutinizing is, as such, the
match between one’s global relationship judgment
and the perceived features of the prototype of rela-
tionship quality. In other words, the statistical rela-
tion (i.e., the correlation) between overall relation-
ship satisfaction and judgments of specific
relationship quality features is an indication of the
degree of systematic information processing. The
stronger the correlation, the higher the level of scru-
tiny.

Definition of high fertility and low fertility subgroups:
Forty-eight, of the 87 participants reported taking
the pill. The remaining 39, in line with THORNHILL
and GANGESTAD (1999), were rated as low or high in
terms of fertility risk. I determined the day of the
menstrual cycle the women were at (forward
method) and, as suggested by THORNHILL and GANG-
ESTAD, the women'’s reported cycle length (M = 28.0
days, SD = 1.40, range = 24-30). Women who have
longer cycles ovulate on average later in their cycle
than women who have shorter cycles. In the same
manner as Thornhill and Gangestad, I assumed that
the typical day of ovulation is 15 days prior to the
end of their typical cycle (for example, on day 15 in
a 30day cycle). Only during days 6 to 14 of the men-
strual cycle is fertility risk at least .15 (THORNHILL/
GANGESTAD 1999, p182). In the remaining context, I
will be referring to this group as the high fertility
risk group (HFR, N=19). When considering
women'’s reported cycle length (backward method),
participants could be classified into different
groups, as when using the forward method which
assumes an average 28 day cycle. In such cases, I de-
cided to group participants according to their re-
ported cycle length. Although women taking hor-
mone-based contraceptives face a low risk of
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conception, these women may differ from women
not taking the pill in important ways (e.g., their sex-
ual attitudes, their commitment to the relation-
ship). Thus, I decided to exclude these women from
the low fertility risk group (LFR, N = 20).

Results

To begin with, I calculated the statistical association
between the relationship satisfaction composite
and a mean composite of the 64 relationship quality
features for each group. For the high fertility risk
group, reliance on specific relationship quality fea-
tures accounted for approximately 88% of the vari-
ance (r=.94) in relationship satisfaction. For the
low fertility risk group, however, reliance on rela-
tionship quality features accounted for only 61% of
that variance (r = .78). This difference is significant,
z=2.06, p < .05, and cannot be traced back to dis-
parities in relationship satisfaction between the two
groups, £(37) = 1.14, p > .26, or to discrepancies in
variances F(1,37) = 2.93, p > .095.

I then proceeded to examine single-order correla-
tions between the 64 features of the prototype of re-
lationship quality and relationship satisfaction for
the HFR group and the LFR group independently.
Fifty-two of the 64 correlations were higher in the
HEFR than in the LFR group. These results are all the
more impressive given that participants, as a whole,
were fairly satisfied with their relationships
(M =5.66, SD =1.09), thereby attaining the maxi-
mum possible correlation. (Since these features are
highly correlated, it is not appropriate to use the
sign-test to check whether this distribution differs
significantly from chance.)

Taking a closer look at each individual correla-
tion, I found that women in the HFR group, unlike
the LFR group, base their relationship satisfaction
more on features such as “being there for each
other”, “knowing partner”, “security”, “sexuality”,
and “safety”, for example, to mention a few (see Ta-
ble 1, for details). This pattern provides support to
the assumption that highly fertile women are espe-
cially responsive to those qualities of their partners
and relationships which indicate stable and secure
pair bonding. Women in the LFR group, however,
base their relationship evaluation more on features
dealing with similarities: “mutual goals”, “similar
interests”, “similar beliefs”, features which are con-
sidered peripheral for the prototype of relationship
quality (HASSEBRAUCK 1997).

In order to analyze these differences in content
even further, I calculated 4 sub-scales of the 64 fea-

tures of the prototype of relationship quality, which
correspond to the four factors—intimacy
(alpha = .87), agreement (alpha = .82), independence
(alpha = .82), and sexuality (alpha = .84), reported
by HASSEBRAUCK and FEHR (2002). HASSEBRAUCK/FEHR
(2002, Study 4) have already determined that the
correlation between intimacy and relationship sat-
isfaction is the highest, followed by agreement, sex-
uality, and independence. Correlations between the
4 subscales and relationship satisfaction in this
study depict however an interesting deviation from
the reported pattern (Table 2). All in all, in accor-
dance with the above-mentioned results, correla-
tions within the LFR group are lower than those
within the HFR group. More important, however, is
the difference with respect to intimacy. In the LFR
group, intimacy and relationship satisfaction corre-
lated significantly lower (r = .61, p < .01) than in the
HEFR group (r = .89, p <.001), z = 2.02, p < .05). Emo-
tional support, trust, and understanding, to name a
few, are significantly less important in the low fer-
tile phases of the female cycle.

It is not surprising that the correlation between
sexuality and relationship satisfaction is greater in
the HFR group than in the LFR group. However, this
difference is not significant, z=1.41, p > .14. The
pattern of results for independence was not ex-
pected. Women in the fertile phases based relation-
ship satisfaction evaluation more on independence
than women in the low fertile phases.

Discussion

The maintenance of a satisfactory relationship is a
task that is distinguished by high personal relevance
for both men and women, and a wide variety of
emotional and social consequences are associated
with a stable, satisfactory relationship. Relation-
ships however present different tasks for men and
women—not only against an evolutionary back-
ground. In societies where women have poorer ac-
cess to educational facilities and socio-economical
resources than men, a long-term romantic relation-
ship seems to offer women the opportunity of up-
ward mobility, in which women exchange one of
their few possessions, their “capacity to give birth”,
for material security.

The fact that women value different characteris-
tics than men when selecting their partner is com-
prehensible, and is well documented in the litera-
ture (for example, BOTWIN/BUSS/SHACKELFORD 1997;
TOWNSEND/WASSERMAN 1998; KASSER/SHARMA 1999,
to name a few newly conducted studies; for a gen-
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Explained variance in high fertility group
higher than in low fertility group

Explained variance in low fertility group
higher than in high fertility group
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Relation Quality Feature LFG HFG A Relation Quality Feature LFG HFG A

Tenderness 14 .85 71 No dominance .04 .02 -02
Being there for each other .19 .88 .69 Fidelity 34 31 -03
Security .09 .78 .69 Not taking each other for granted .07 .03 -.04
Forgiveness .00 .69 .69 Only a few quarrels .10 .06 -.04
Understanding .17 .78 .61 Looking forward to seeing each other .55 .49 -.06
Sexual satisfaction .07 .68 .61 Listening to each other 27 15 =12
Willingness to compromise 12 72 .60 Similar beliefs S50 42 -3
Knowing partner .01 .60 .59 Different interests 18 .02 -16
Accepting partner 17 73 .56 Similar interests 21 .02 -19
Longing for each other 11 .63 .52 Mutual goals 43 .13 =30
Flexibility .00 .48 .48 Running the household together 50 .04 -.46
Paying attention to partner .19 .67 .48 Similarities 54 .00 -.54
Discussing everything .18 .65 47
Empathy .25 71 .46 Table 1. Relationship quality features explain different
Dependability .01 .46 45 amounts of relationship satisfaction variance in high fertility
Friendship .04 49 45 (HFG) and low fertility (LFG) women.
Sexuality .29 71 42
Taking interest in partner .45 .84 .39
Honesty .00 37 .37 LFG HFG
Harmony 38 .68 .30 N=19) (N =20)
Taking time for each other 51 .81 .30 Intimacy .61 .89
Safety .52 .81 .29 Agreement .85 .88
Physical contact .45 .73 .28 Sexuality 77 .87
Support .27 .53 .26 Independence .73 .89
Willingness to discuss things .10 .35 .25
Displaying emotions .18 42 .24 Table 2. Correlations between dimensions of relationship
Affection .61 .84 .23 quality scales and relationship satisfaction for low and high
Deferring to partner’ wishes .03 .26 .23 fertility risk groups. Note: all p < .01, two-tailed.
Mutual respect .47 .69 22
Trust .55 .75 .20
Humor 05 25 20 eral review see FEINGOLD 1992). There is some con-
Consideration 02 21 .19 troversy in the literature as to what determines
Equality 40 .59 .19 these differences (for example BUsS 1989 vs. KASSER/
Spen.dlng as much time together as 20 37 17 SHARMA 1999).
possible These sex differences may easily be explained
Talking with each other .23 .40 17 . R . . X
Mutual friends 49 64 15 with differences in minimal parental investment.
Maintaining individuality 00 .14 .14 They could also well be embedded within a socio-
Helping one another 44 58 .14 cultural perspective (e.g., HOWARD/BLUMSTEIN/
Tolerance 26 .39 .13 SCHWARTZ 1987). In cultures where women are more
Sexual harmony 6275 .13 financially dependent on men—rather than vice-
Willingness to argue when necessary .05 .16 11 .
Love 69 78 09 versa—they are likely to have more to lose when
Common activities 32 41 .09 their relationship comes to an end. Given this situ-
Solving problems together 53 .62 .09 ation, women are likely to adopt a pragmatic and re-
Arguments 00 .07 .07 alistic point of view when it comes to evaluating
Having fun 27 .33 .06 their relationship. The fact that they cannot afford
Independence .02 .07 .05 “the luxury of being romantic” is hence quite easy
Responsibility .49 .53 .04 . ) R .
Autonomy 01 05 .04 to grasp, and is consistent with the observation that
Openness 32 .35 03 women seem to be better “barometers of their rela-
Having and allowing for freedom .00 .02 .02 tionship” (BENTLER/NEWCOMB 1978; RUVOLO/VEROFF
Own friends .07 .08 .01

1997; SPRECHER 2001).
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The Effect of Fertility Risk on Relationship Scrutiny

In this study, I found that
relationship  scrutiny was
linked to the menstrual cycle
of the women. Differences be-
tween high and low fertility
risk women were in fact ob-
tained (a) in the correlations
of a relationship quality com-
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tionship, and  questions
whether the features neces-
sary to raise a child are truly
available.

Although evolutionary
and sociocultural perspec-
tives are not opposing views,
the effects of the menstrual

Universitit

posite and relationship satis-

faction, (b) in the number of single order correla-
tions between relationship quality features and
relationship satisfaction, and finally in correlations
between four dimensions of relationship quality
and relationship satisfaction. All of these methods
converge to the same result: High fertility risk
women scrutinized their relationship more than
low fertility risk women did.

These differences are in fact more remarkable
given the fact that my method in dividing women
into high fertility and low fertility risk groups may
have been afflicted with inaccuracy. This may on the
one hand be inaccurate as the fertility phase between
the 6th and 14th day of the menstruation cycle is a
widely defined range, and on the other hand since
the women had to state the number of days since
their last menstrual cycle in a retrospective manner.
These inaccuracies may in fact have undermined the
actual differences between high and low fertility risk
groups. The inaccuracies could not however be used
as a counter argument to the reported findings, as a
more reliable assessment of fertility would have re-
sulted in less error of measurement. One would ex-
pect a far more transparent picture to emerge, pre-
cisely elucidating relationship-relevant information
processing along the menstrual cycle by women, if
for example, the precise day of ovulation was deter-
mined with the use of hormone-based tests.

In my opinion, the influence of fertility risk on
the processing and cognitive integration of relation-
ship-relevant information can be parsimoniously
explained within an evolutionary framework. From
an evolutionary perspective, these differences be-
tween low fertility risk and high fertility risk women
make sense. When, for example, the probability of
conception is high, a woman carefully examines the
potential father of her child, scrutinizes her rela-

cycle cannot be accounted for
here by a sociocultural perspective. On a day during
their high fertile phase, women process information
concerning their relationships systematically and
carefully, and regard sexuality and similarities, just
to mention a few features, as important factors of a
satisfactory relationship. Another group of women,
during the low fertility phases of their cycle, pro-
cesses relationship information less systematically
and less carefully and places more weight on fea-
tures such as similarity and less value on sexuality.

The fact that women are more willing to cheat on
their partner (GANGESTAD/THORNHILL/GARVER 2002)
during their fertile period does not contradict the
present findings. On the contrary—extra-pair mat-
ing involves the risk of losing the primary mate.
Against this background, it is only adaptive to ana-
lyze one’s relationship thoroughly before they en-
danger it. It would be of interest for further research
to examine whether women who cheat on their
partner during their fertile days—or could at least
imagine to do so—had analyzed their relationship
thoroughly and as a result established that it is in
contrast to their ideal type of relationship.

Taking women'’s fertility status into account in
research in close relationships may shed some light
on otherwise unknown and unnoticed facts. This
variable could possibly explain the many other in-
consistent findings in the literature on sex differ-
ences research.
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Darwin and Descartes’ Demon

On the Possible Evolutionary Origin of
Belief in an External World

Without any reasoning, or
even almost before the use
of reason, we always sup-
pose an external universe
which depends not on our
perception but would exist
though we and every sensi-
ble creature were absent or
annihilated. (HUME 1955,
Section XII, Part I)

Those cousins of our an-
cestors who could not man-
age to learn that there was
an independently existing
‘external world,” one whose
